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Topics 

1. Evolution: B.C. to 2011 

2. Parallelism, Scalability and Performance 

3. Performance: Measurement, benchmarks, and kernels 

4. Top500 (2011, 2012): Alternative approaches  

5. HPC aka Supercomputers versus Cloud computing 



HPC & Cloud: Twins, Separated at Birth 
(Computation versus Storage Centric) 

HPC  Separate Storage Area Network, two switches 

 (P-Mp) Ms 

   S …      S   … 

 (P-Mp)  Ms 

 

Cloud Attached Storage, single switch 

P-Mp 

    Mp     S      

   … 



Supercomputer Evolution 
• What defines a supercomputer?  

– What is its function: calculate, run FORTRAN 

– Quest for performance: Who can build the fastest? 

– Price: How much do you have to spend? 

• To buy, to build the building, to power, to run 

• To program 

– Programming environment (standards): Beowulf 

– Users (market): climate models, science (simulate 
phenomena, engineering design 

– Applications: 3d time varying.  Code breaking. 

• Calculation  versus record processing 



Supercomputing: Speed & parallelism 
 

• Clock speed 

• Parallelism within a single instruction stream including 
wider instruction word 

• Pipelining 

• Vector processing 

• Scalability across multiple streams & multi-threading 

• Multiprocessors—Scale up 

• Multiple computers—Scale out 

• Stream processing using GPUs 



Five eras of Scientific Computing 
Period Technology Machines (artifacts) 

193x-1947 Electromechanical-vacuum 

tubes; one-of machines  

Search for “the computer” 

Computing with cards at Los Alamos; IBM 

Multiplying calculator.  Atanasoff,  Harvard 

Marks, BTL, Zuse, culminating in ENIAC and 

the EDVAC Report. 

1947-1950s  Electronic Computing Era 

Vacuum Tube Scientific 

Calculators including von 

Neumann  X-iacs 

The Big Bang. First stored program 

computers that just work (Univac, IBM 

701 and ERA); Illiac, Maniac etc. 

Amdahl’s WISC, First 

1960s Discrete transistors. 

Supercomputer Class forms. 

Build fast single instruction 

stream  processors; FORTRAN 

established.  

FORTRAN; LARC, STRETCH  (61), 

plus 7090 and CDC 1604 workhorses 

Seymour Cray wins: CDC 6600 (64) & 

7600 (71) 

Mid70s-mid 

90s 

ICs (bipolar) …CMOS.  

Vector processor Era 

Intro of Cray 1, vector processor 1975 

and evolution takes over using multiple 

processors vector XMP, YMP, C-90 , T-90 

Mid 80s to the 

present 

Scalables era ( commodity killer 

micros including “game” 

processors) 

Scalable computers using micros: 

How much money? Seitz Cosmic Cube 

c1985, move to Intel and others. 45 

companies casualties. 
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JUMP to Parallelism.. 

 



Colossus: 1943, 1944 10 produced 

Courtesy of Burton Smith, Microsoft 



Bletchley Park “Bombe”  



ENIAC: Electronic Numerical Integrator and 
Computer 1946-1955; Cost $500,000 

Courtesy of Burton Smith, Microsoft 



Other early supercomputers 

 

 

 

 

Zuse Z3 (1941) 

The IAS machines (1952) 

Manchester/Ferranti Mark I (1951) 

Univac 1 (1951) 
Courtesy of Burton Smith, Microsoft 



Mainframes: LARC 

 Begun in 1955 for Livermore and delivered in 1960 

 Had dual processors and decimal arithmetic 

 Employed surface-barrier transistors and core 
memory 

Courtesy of Burton Smith, Microsoft 



Mainframes: Stretch and Harvest 

• IBM 7030 (STRETCH) 

• Delivered to Los Alamos 4/61 

• Pioneered in both architecture 

  and implementation at IBM 

 

• IBM 7950 (HARVEST) 

• Delivered to NSA 2/62 

• Was STRETCH + 4 boxes 
• IBM 7951 Stream unit 

• IBM 7952 Core storage 

• IBM 7955 Tape unit 

• IBM 7959 I/O Exchange 

Courtesy of Burton Smith, Microsoft 

http://www.answers.com/topic/harvest-jpg


CDC 6600 Console c1964 

Courtesy of Burton Smith, Microsoft 



Cray 

CDC 6600 block diagram 



Cray 

CDC 6600 registers 



Two CDC 7600s and LLNL c1969 

Courtesy of Burton Smith, Microsoft 



Cray 

CDC 7600  
block diagram 



Amdahl’s law… the limit 

 If w1 work is done at speed s1 and w2 at speed s2, 
the average speed s is (w1+w2)/(w1/s1 + w2/s2) 

 This is just the total work divided by the total time 

 For example, if w1= 9, w2= 1, s1= 100, and s2= 1 
then s = 10/1.09  9 (speed) 

 This is obviously not the average of s1 and s2 

 
 

    Amdahl, Gene M, “Validity of the single 
processor approach to achieving large 
scale computing capabilities”, 
Proc. SJCC, AFIPS Press, 1967 

Courtesy of Burton Smith, Microsoft 



SIMD arrays: Illiac IV 

 By the late 60’s, it was clear mainframes weren’t enough 

 To improve performance, SIMD array machines were built 
or proposed with many arithmetic processing units 

 Solomon was an early Westinghouse SIMD array prototype 

 The Illiac IV was a U. of Illinois/Burroughs project 
 Funded by DARPA from 1964 onward, usable in 1975 

 The chief architect, Dan Slotnick, from Westinghouse 

 It was to have 256 arithmetic units, cut back to 64 

 The thin-film memory system was a major headache 

 After student demonstrations at Illinois in May 1970, the 
project was moved to NASA-Ames 

 Languages, especially FORTRAN, aimed to use parallel 
loops to express parallelism 

Courtesy of Burton Smith, Microsoft 



ILLIAC IV: Uof IL  at NASA in1971 

Courtesy of Burton Smith, Microsoft 



CMU C.mmp c1974:  
16 processor, shared memory 



Cray-1 c1976 

Courtesy of Burton Smith, Microsoft 



Cray 

Cray 1 processor block 
diagram… see 6600 



Vector Pipelining: Cray-1 
 Unlike the CDC Star-100, there was no development 

contract for the Cray-1 

 Cray disliked government’s looking over his shoulder 

 Instead, Cray gave Los Alamos a one-year free trial 

 Almost no software was provided by Cray Research 

 Los Alamos developed or adapted existing software 

 After the year was up, Los Alamos leased the system 
 The lease financed by a New Mexico petroleum person 

 The Cray-1 did not suffer from Amdahl’s law 
 Its scalar performance was twice that of the 7600 

 Once vector software matured, 2x became 8x or more 

 The word “supercomputer” has connoted a Cray-1 

Courtesy of Burton Smith, Microsoft 



Steve Squires, DARPA &  
Gordon Bell, Encore 
seated at a“Cray”.   

Kickoff of DARPA’s SCI 
program c1984 

 
20 years later: Clusters 
of Killer micros are the 

standard 



Shared Memory: Cray Vector Systems 

 Cray Research, by Seymour Cray 

 Cray-1 (1976): 1 processor 

 Cray-2 (1985): up to 4 processors* 

 Cray Research, not by Seymour Cray 

 Cray X-MP (1982): up to 4 procs 

 Cray Y-MP (1988): up to 8 procs 

 Cray C90: (1991?): up to 16 procs 

 Cray T90: (1994): up to 32 procs 

 Cray X1: (2003): up to 8192 procs 

 Cray Computer, by Seymour Cray 

 Cray-3 (1993): up to 16 procs 

 Cray-4 (unfinished): up to 64 procs 

 All are UMA systems except the X1, which is NUMA 

 
*One 8-processor Cray-2 was built 

Cray-2 

Courtesy of Burton Smith, Microsoft 



Cray

Time line of 
Cray designs
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Alternative scale computers 

 Mini-supercomputers 

 Personal supercomputers 



 



 



TTL & ECL to  
CMOS transition… 

 Enter the “Killer Micro”! 



Caltech Cosmic Cube 
8 node prototype (‘82) & 64 node ‘83 
Intel iPSC 64 Personal Supercomputer ‘85 



Bell Prize for Parallelism, July 1987 

Alan Karp:  
Offers $100 for a 
program  with 200 X 
parallelism by 1995. 
 
Bell, 1987 goals: 
10 X by 1992 
100 X by 1997 
 
Researcher claims: 
1 million X by 2002 
 



Thinking  
Machines 

CM-2 1990 
 

64K PE 
SIMD 

14 Gflops 



Worlton view c 1991 



Sandia Touchstone Delta c1992 



Intel Touchstone 
Delta 1992 

30-120 Gflops 
8.2- Gbytes 
512-2048 

computers 
 

10.8 Million 
 

http://s7.computerhistory.org/is/image/CHM/500004286-03-01?$re-inline-artifact$


Beowulf: 
Computer Cluster 
by Don Becker & 

Tom Sterling, 
NASA 1994 

BSD, LINUX, Solaris, 
and Windows Support 
for MPI and PVM 



Lessons from Beowulf 
• An experiment in parallel computing systems ‘92 
• Established vision- low cost high end computing 
• Demonstrated effectiveness of PC clusters for some (not all) 

classes of applications 
• Provided networking software 
• Provided cluster management tools 
• Conveyed findings to broad community 
• Tutorials and the book 
• Provided design standard to rally community! 
• Standards beget: books, trained people, software … 

virtuous cycle that allowed apps to form 
• Industry began to form beyond a research project 
 

 Courtesy, Thomas Sterling, Caltech. 



The Virtuous Economic Cycle  
drives the PC industry… & Beowulf 

Standards 

Greater 

availability 

@ lower cost 

Creates apps,  

tools, training, Attracts users 

Attracts 

suppliers 



• Goodyear Aerospace MPP SIMD 
• Gould NPL 
• Guiltech  
• Intel Scientific Computers  
• International Parallel Machines 
• Kendall Square Research  
• Key Computer Laboratories searching again 
• MasPar  
• Meiko  
• Multiflow  
• Myrias  
• Numerix  
• Pixar 
• Parsytec 
• nCube 
• Prisma  
• Pyramid Early RISC 
• Ridge 
• Saxpy  
• Scientific Computer Systems (SCS)  
• Soviet Supercomputers 
• Supertek  
• Supercomputer Systems 
• Suprenum  
• Tera > Cray Company 
• Thinking Machines  
• Vitesse Electronics 
• Wavetracer SIMD 

Lost: The search for parallelism c1983-1997 
DOE and DARPA Adv. Sci Comp. Initiative  

• ACRI French-Italian program 
• Alliant Proprietary Crayette 
• American Supercomputer 
• Ametek 
• Applied Dynamics 
• Astronautics   
• BBN 
• CDC >ETA ECL transition 
• Cogent  
• Convex > HP 
• Cray Computer > SRC GaAs flaw 
• Cray Research > SGI > Cray Manage 
• Culler-Harris  
• Culler Scientific Vapor… 
• Cydrome VLIW 
• Dana/Ardent/Stellar/Stardent  
• Denelcor  
• Encore 
• Elexsi  
• ETA Systems aka CDC;Amdahl flaw 
• Evans and Sutherland Computer 
• Exa 
• Flexible 
• Floating Point Systems SUN savior 
• Galaxy YH-1  

 
 
 
 



First Clusters RLX Startup c2002 
Defines blade… 

 



Japanese Earth Simulator (NEC) 
2002  35 Teraflops 5,000 vector processor 



0

1

10

100

1,000

10,000

100,000

1,000,000

10,000,000

100,000,000
Bell Prize

Cores, or PEs

Cost ($M)

Disk density

Perf/$

Linpack of the year



30+ year history  
1. Cray formula evolves smPv for FORTRAN. 60-02 (US:60-90)  
2. 1978: VAXen threaten computer centers… 
3. 1982 NSF response: Lax Report. Create 7-Cray centers 
4. 1982: The Japanese are coming with the 5th AI Generation 
5. DARPA SCI response: search for parallelism w/scalables 
6. Scalability is found: “bet the farm” on micros clusters 

 Beowulf  standard forms. (In spite of funders.)>1995  

 “Do-it-yourself” Beowulfs negate computer centers since everything is a 
cluster enabling “do-it-yourself” centers!  >2000.   

 Result >95 : EVERYONE needs to re-write codes!! 
7. DOE’s ASCI: petaflops clusters => “arms” race continues! 
8. 2002: The Japanese with Earth Simulator!  Just like they said in 1997  
9. 2002 HPC for National Security  response: 5 bets & 7 years 
10. Next Japanese effort? Evolve? (Especially software) 

red herrings or hearings 
11. 1997: High speed nets enable peer2peer & Grid or Teragrid 
12. 2003 Atkins Report-- Spend $1.1B/year, form more and larger 

centers and connect them as a single center… 
13. DARPA HP 2010 project 5 >3 (Cray, IBM, SUN) > 1 winner 



Supercomputer Evolution 

End 



Performance 
 

 
Performance is all about Parallelism! 

 

Parallelism is all about scalability! 

 



Three Scalabilities 

Size scalable computers are designed from a few  

components, with no bottleneck component.  

Generation scalable computers can be implemented with 

the next generation technology with No 

rewrite/recompile 

Problem x machine scalability  - ability of a problem, 

algorithm, or program to exist at a range of sizes so that 

it can be efficiently or effectively used on a given, 

scalable computer.  Run at affordable size, not largest 

size. 

Problem x machine space => run time:  problem scale, 

machine scale (#p), run time, implies speedup and  

efficiency,   



General  purpose, non-
parallelizable codes 
(PCs have it!) 

 

Vectorizable & //able 
(Supers & all SMPs) 

 

Hand tuned, one-of 
MPP course grain. 
MPP embarrassingly // 
(Clusters of anythings) 

 
Database 

Database/TP 

Web  Host 

Stream Audio/Video 

Scientific 

Commercial 

Cloud 

Application  
Taxonomy 

If real rich  

then IBM Mainframes or large SMPs 

else PC Clusters 

If real rich  

then SMP clusters 

else PC Clusters 

Ensembles & parameter sweeps 



Scalable Problems 

C • 

• • 

• 

• 

Computational  
grid point array 

7 ops for average  
6 values to communicate 

per time step 

• 

Distributed   
computing 

node 

Is speed limited by: memory size, processing speed, 
interconnect bandwidth, message passing overhead 
time, or synchronization time  



Parallel Computation: Granularity 

threads of parallel computation 
(with inter-thread communication 

initiallization
& scheduling 
overhead

thread 
synchronization 
overhead

computation inter-communication 
(dist'd memories)

1

2 3 4 5

....

loop-back

Make long grains: unrolling, virtual processors, inf. //, 



Amdahl’s law… the limit 

 If w1 work is done at speed s1 and w2 at speed s2, 
the average speed s is (w1+w2)/(w1/s1 + w2/s2) 

 This is just the total work divided by the total time 

 For example, if w1= 9, w2= 1, s1= 100, and s2= 1 
then s = 10/1.09  9 (speed) 

 This is obviously not the average of s1 and s2 

 
 

    Amdahl, Gene M, “Validity of the single 
processor approach to achieving large 
scale computing capabilities”, 
Proc. SJCC, AFIPS Press, 1967 

Courtesy of Burton Smith, Microsoft 



Multiprocessors ° Multicomputers 
Is it general, i.e., will it process an arbitrary workload? 

P P

I/O

M

I/O M

P WS

I/O

Switch

1...1000s 1...1000s 1...32 1...??

• 1 large address space

• direct data  access

•  = shared memory mP

• coherent memory

• “1” copy of OS kernel

• 1 work queue; 1 set of 
fungible resources

• automatic migration of 
data to processor

• non-trivial, related to mP

• n small address spaces

• message passing

• simulates an mP

• non-coherent memory

• n copies of dist'd OS

• work is bound to a WS; idle 
resources may remain

• software moves data 
around

• non-trivial, related to WS 

•   port & tune for // •    rethink, rewrite, & tune for // 



The "Multi" (limited scalable mP) 
"mainline": PC, WS, & Servers 

I/O 

access 

Mem. 

Cache 

Proc. 

Bus 

... ... 

... 

Disks... Nets... 

1~ 20  

Compaq, DEC, Encore, 
IBM, Intel, HP, NCR, 
Pyramid, Sequent, SGI, 
Stratus, SUN, Tandem, 
Unisys...  

M 

P 

P 

... 

Program(mer) 
view 

Physical structure 



The Architectural Alternatives  
for scalablity & high performance  

MIMD 

multicomputers (mC) 
(message passing) 

multiprocessors (mP) 
(shared memory) 

all are scalable 

multi, mainframe, super 
(limited-scalable) 

smP - scalable,with Dist'd. 
Shared  Memory 

 
network mP?? 
(scalable, with DSM) 

 
multicomputers 
clusters 
workstations (Enterprise) 
workstations (LAN) 

Symm 
 
Asymm 



Technical computer types: 
Pick of: 4 nodes,  2-3 interconnects 

 
 

            Fujitsu 
             Hitachi 

 
IBM  ?PC?  
SGI cluster  
Beowulf 
 

   NEC 
 
                 

 
SGI DSM 

 T3 HP?            

NEC super  
Cray ??? 
Fujitsu 
Hitachi 
HP IBM 

Intel SUN 
plain old 

PCs 

 SAN        DSM               SMP 



Technical computer types 

Netwrked 
Supers… 

 
GRID 

Legion 
Condor 
          Beowulf 

 
VPPuni 

    SP2(mP)  
   NOW 

NEC mP 
 

         T series 

SGI DSM        
clusters & 
SGI DSM 

NEC super  
Cray X…T 
(all mPv) 

Mainframes 
Multis 

WSs PCs 

  WAN/LAN     SAN           DSM             SM 

Vectorize 
Parallellelize MPI, Linda, PVM, 

Cactus >> Hadoop 
distributed function 

Computing 
Parallellelize 



61 
Copyright G Bell and J Gray 1996 

1994: Computers will All be Scalables 

Thesis: SNAP: Scalable Networks as Platforms 

• upsize from desktop to world-scale computer 

• based on a few standard components 

Because:  

• Moore’s law: exponential progress 

• standards &  commodities 

• stratification and competition 

 When: Sooner than you think! 

• massive standardization gives massive use  

• economic forces are enormous 

Network
Platform



End Performance, parallelism, and scalability  

• End 



Performance– measuring  

Grand Challenges  

Benchmarks 

 LINPACK 

 Graph500 

 Green500 

Bell Prize rewarding parallelism 

UC/Berkeley Kernel methodology for 
estimating application performance 



Grand  
Challenge 
problems 
c1992 





Graph500 Benchmark 
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University of California, Berkeley 

Applications can be composed 

from a set of standard kernels. 

Courtesy of David Patterson, et al 

















End Benchmarks 



Top500 Computers 

• Architectures 

– Fujitsu 2011 Fall 

– IBM 2012 Spring 

– Cray 2012 Fall– the emergence of NVIDIA 

• Parallela 

• Convey 

 



Result: The End of Historic Scaling 

C Moore, Data Processing in ExaScale-ClassComputer Systems, Salishan, April 2011 













Cray IBM Fujitsu 
Highest in 2012 Nov 2012 June 2011 June 

Power (Mwatts) 8.2 7.9 12.6 

Space Sq. meters 404 280 

Memory (Pbytes) 0.6+0.1 1.6 PB 

Storage 10 PB, 240 GB/s IO
[2]

 

Speed (Pflops) 17.59 16.32 10.51 

Cost $97 M 

Cabinets|Racks 200 96 864 

Blades/cab|Cnode(aka chip)/rack 24 1024 102 

Nodes/blade|Core/Cnode 4 16 8 

Cores/Node(aka chip)|Cnode/chip 16 1 - 

Mp/node|Mp/Cnode 32 16 16 

TF/cabinet|TF/rack 100 209 

KW/rack 41 80 

Processor Total        307,200       1,572,864     705,024  

Mp (TB) 614.4                  1,573          1,410  

Nvidis PE total     51,609,600  
Mp 100 TB 



Fujitsu K Riken 



Fujitsu K Computer  c1/2012 

((4 processors  x 
24 boards)+6i/o x  
864 cabs x 
(88,128 @2GHz) 
8 cores per chip 
= 705,024 proc. 
Mp(1.4 PB; 
2 GB/core) 
 



Fujitsu Supercomputer Team 2012 

















IBM Blue Gene/Q Summary 





IBM Blue Gene/Q 
Scales to 512 racks 
 or 100 Pflops 
 
C.Node  
16 cores, 16 GB, 
10 Gflops/core 
1.6 TF/node 
 
1024 C.nodes/rack 
209 TF/rack 
16 TB/rack? 
80 KW/rack 
 
96 rack system 
98,304 C.nodes or 
1.57 M proc. cores 
16 PF.  1.6 PB 
7.9 Mwatts 
280 m2 





















Cray Titan at ORNL 
Active Became operational October 29, 2012 

Sponsors US DOE and NOAA (<10%) 

Operators Cray Inc. 

Location Oak Ridge National Laboratory 

Architecture 

18,688 AMD Opteron 6274 16-core CPUs 

18,688 Nvidia Tesla K20 GPUs 

Cray Linux Environment 

Power 8.2 MW 

Space 404 sqm (4352 sq ft) 

Memory 710 TB (598 TB CPU and 112 TB GPU)[1] 

Storage 10 PB, 240 GB/s IO[2] 

Speed 17.59 petaFLOPS[3] 

Cost US$97 million 

Ranking TOP500: 1, November 12, 2012[3] 

Purpose Scientific research 

Legacy 
First GPU based supercomputer to perform over 10 

petaFLOPS 

Web site http://www.olcf.ornl.gov/titan/ 

http://en.wikipedia.org/wiki/United_States_Department_of_Energy
http://en.wikipedia.org/wiki/NOAA
http://en.wikipedia.org/wiki/Cray_Inc.
http://en.wikipedia.org/wiki/Oak_Ridge_National_Laboratory
http://en.wikipedia.org/wiki/AMD_Opteron
http://en.wikipedia.org/wiki/Nvidia_Tesla
http://en.wikipedia.org/wiki/Nvidia_Tesla
http://en.wikipedia.org/wiki/Nvidia_Tesla
http://en.wikipedia.org/wiki/Cray_Linux_Environment
http://en.wikipedia.org/wiki/Watt
http://en.wikipedia.org/wiki/Terabyte
http://en.wikipedia.org/wiki/Titan_(supercomputer)
http://en.wikipedia.org/wiki/Petabyte
http://en.wikipedia.org/wiki/Titan_(supercomputer)
http://en.wikipedia.org/wiki/FLOPS
http://en.wikipedia.org/wiki/Titan_(supercomputer)
http://en.wikipedia.org/wiki/TOP500
http://en.wikipedia.org/wiki/Titan_(supercomputer)
http://www.olcf.ornl.gov/titan/


• 18,688 AMD 16-core Opteron 6274 CPUs = 299K nodes@2.2 GHz 
– 200 cabinets x 4 nodes/blade x 24 blades/cabinet x 16 cores/node = 

299K core 

– Pc: 18.7K proc x 16 core/proc. x 2.2 GHz.  = 658 Tticks; ?? Flops/tick 

– Mp: 200 x 96 nodes/cab x 32 GB/node = 600 TB 

• 18,688 Nvidia 2.5K-core K20 GPUs. 732 MHz = 46.5 M cores 
– 1.3 TFlops per chip?? 

– Mp: 112 TB;  6 GB/proc? …1/40 of a byte per FLOP on GPU  

• Ms: 13.6 PB driven by 140-Dell servers 

• 9 Mwatts; PUE=?? 404 m2 

• 1-5 weather years per day of simulation 

ORNL Titan Cray Supercomputer 



Processor 16-core 64-bit AMD Opteron 6200 Series processors, up to 96/cab; NVIDIA® Tesla® K20 GPU Accelerators, up to 96/cab 

Memory 16 GB or 32 GB registered ECC DDR3 SDRAM and 6 GB GDDR5 per compute node 

Memory bandwidth: 4 channels of DDR3 memory per compute node 

Compute Cabinet AMD processing cores: 1,536 processor cores per system cabinet 

Peak performance: 100+ Tflops per system cabinet 

Interconnect 1 Gemini routing and communications ASIC per two compute nodes 

 

 

48 switch ports per Gemini chip (160 GB/s internal switching capacity per chip)     3D torus INterconnect 

System 

Administration 

Cray System Management workstation 

Graphical and command line system administration 

 

 

Single-system view for system administration 

Reliability Features 

(Hardware) 

Cray Hardware Supervisory System (HSS) with independent 100 Mb/s management fabric between all system blades and 

cabinet-level controllers 

 

 

Full ECC protection of all packet traffic in the Gemini network 

 

 

Redundant power supplies; redundant voltage regulator modules;       Redundant paths to all system RAID 

  

Reliability Features 

(Software) 

HSS system monitors operation of all operating system kernels 

Lustre file system object storage target failover; Lustre metadata server failover 

 

 

Software failover for critical system services including system database, system logger, and batch subsystems 

NodeKARE (Node Knowledge and Reconfiguration) 

Operating System Cray Linux Environment (components include SUSE Linux SLES11, HSS and SMW software) 

Extreme Scalability Mode (ESM) and Cluster Compatibility Mode (CCM) 

Compilers, 

Libraries & Tools 

PGI compilers, Cray Compiler Environment, PathScale, CUDA, CAPS, support for Fortran 77, 90, 95; C/C++, UPC, Co-Array 

Fortran, MPI 2.0, Cray SHMEM, OpenACC directives-based programming, other standard MPI libraries using CCM 

 

Job Management PBS Professional, Moab Adaptive Computing Suite, Platform LSF 

 

External I/O Intface InfiniBand, 10 Gigabit Ethernet, Fibre Channel (FC) and Ethernet 

Disk Storage Full line of FC-attached disk arrays with support for FC and SATA disk drives 

Parallel File System Lustre, Data Virtualization Service allows support for NFS, external Lustre and other file systems 

Power 45-54.1 kW (45.9 - 55.2 kVA) per cabinet, depending on configuration 

Circuit requirements: three-phase wye, 100 AMP at 480/277 and 125 AMP at 400/230 (three-phase, neutral and ground) 

Cooling Air-cooled, air flow: 3,000 cfm (1.41 m3/s); intake: bottom; exhaust: top 

Optional ECOphlex liquid cooling 

Dimensions (Cab) H 93 in. (2,362 mm) x W 22.50 in. (572 mm) x D 56.75 in. (1,441 mm) 

Weight (Maximum) 1,600 lbs. per cabinet (725 kg) air cooled; 2,000 lbs. per cabinet (907 kg) liquid cooled 



Titan has 200 cabinets, 18,688 nodes (4 nodes per blade, 24 blades per 

cabinet=96 nodes/cab),[24] each  node containing a 16-core AMD Opteron 

6274 CPU with 32 GB of DDR3 ECC memory and  

an Nvidia Tesla K20X GPU with 6 GB GDDR5 ECC memory.[25] The total 

number of processor cores is 299, 008 and the total amount of RAM is 

over 710 TB.[21]  

10 PB of storage (made up of 13, 400 7200 rpm 1 TB hard drives)[26] is 

available with a transfer speed of 240 GB/s.[21][18] The next storage 

upgrade is due in 2013, it will up the total storage to between 20 and 

30 PB with a transfer speed of approximately 1 TB/s.[21][27]  

Titan runs the Cray Linux Environment, a full version of Linux on the login 

nodes but a scaled down, more efficient version on the compute 

nodes.[28] GPUs were selected for their vastly higher parallel processing 

efficiency over CPUs.[25] Although the GPUs have a slower clock speed 

than the CPUs, each GPU contains 2, 688 CUDA cores at 732 MHz,[29] 

resulting in a faster overall system.[30][18] Consequently, the CPUs cores 

are used to allocate tasks to the GPUs rather than for directly processing 

the data as in previous supercomputers for well optimized codes 
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• Titan has 200 cabinets, 18,688 nodes (4 nodes per blade, 

24 blades per cabinet=96 nodes/cab), and AMD 16-core 

Opteron 6274 CPU with 32 GB of DDR3 ECC memory for 

299K processors  and  

• An Nvidia Tesla K20X GPU with 6 GB GDDR5 ECC 

memory and 2, 688 CUDA cores at 732 MHz.[25]  

• The total amount of RAM is over 710 TB.[21]  

• CPUs cores are used to allocate tasks to the GPUs rather 

than for any processing 

• 10 PB of storage (made up of 13,400 7200 rpm 1 TB hard 

drives)[26] is with a transfer speed of 240 GB/s.[21][18]  

• The next storage upgrade provides20 and 30 PB at1 TB/s 

• Titan runs the Cray Linux Environment, 
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NVIDIA Kepler 1 TF DPFP 



Nvidia TESLA 



System Sketch 



CUDA Programming model 
Compute Unified Device Architecture 



Echelon Chip Floorplan 
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Share Mem 
192 SP cores, 
64 dp cores 
32 ldst units 



Interesting machines 

• Convey: Alan Wallach, Convex founder 

• Parallela Personal super: Kickstart project 

• Blue Brain 

 

 



Convey Architecture 

64 …1,024 GB memory 



Graph500 



Cost: $10 Million 
Power: 140 KW 
32K custom  
@125 MHz; 
500 Gops, 1.8 w 
64/board 
 
Gains: 
Power 100 X 
Cost 10 X 

NRAO One-of:  17 peta-ops 



Parallela Computer 
• Zynq-7010 Dual-core ARM A9 CPU 
• Epiphany Multicore Accelerator (16 or 64 cores)  
• 1GB RAM; MicroSD Card 
• USB 2.0 (two) ; Ethernet 10/100/1000; HDMI connection 
• Ubuntu OS and open source Epiphany development tools that 

include C compiler, multicore debugger, Eclipse IDE, OpenCL 
SDK/compiler, and run time libraries.   

• Dimensions are 3.4'' x 2.1''    
• A 64-core version of the Parallella computer delivers over 90 

GFLOPS, comparable to a theoretical 45 GHz CPU [64 CPU cores * 
700MHz] on a credit card size boardwhile consuming only 5 Watts.  

• Epiphany-IV and Epiphany-III processors http://www.coremark.org 
and blog post here. 

• Epiphany-IV processor was designed in a leading edge 28nm 
process and started sampling in July, demonstrating 50 
GFLOPS/Watt.  Epiphany energy efficiency specs are near 2018 
DARPA Exascale goals  

http://www.xilinx.com/support/documentation/zynq-7000.htm
http://www.xilinx.com/support/documentation/zynq-7000.htm
http://www.xilinx.com/support/documentation/zynq-7000.htm
http://www.xilinx.com/support/documentation/zynq-7000.htm
http://www.xilinx.com/support/documentation/zynq-7000.htm
http://www.xilinx.com/support/documentation/zynq-7000.htm
http://www.adapteva.com/products/silicon-devices/
http://www.coremark.or/
http://www.coremark.or/
http://www.adapteva.com/white-papers/more-evidence-that-the-epiphany-multicore-processor-is-a-proper-cpu/
http://www.adapteva.com/white-papers/more-evidence-that-the-epiphany-multicore-processor-is-a-proper-cpu/


Adapteva: Parallela 
(Kickstarter $s) 
100 Gflops 
800 Mhz; 2 Watts 



Parallela 



Blue Brain 
Project… 
 
 Build a 
complete 
human 
brain 



End Top500 etc. 

 



20xx 
 
1 Exaflop/s 
?? 
 
?? 
 
 
 
 
 
 
 
 
 
 
Sketch the interconnect 

Fill in the 
blanks for each 
of the 
characteristics 



To think about 

Where has the performance come from in x? 

How many operations can be in process for the various 
machines? 

What’s differentiates IBM, Fujitsu, Cray and Convey 
architectures? Start with some metrics… 

Which one would you select assuming an operation i.e. 
flops/$ are the same? For what? 

Metrics from a user pov? Time|Cost for x|Cost to program. 

Going out x years, when is an exaflops computer?  

What will an exaflops computer look like in ? 

 



More to think about 

• Given an environment e.g. body area, home, 

car, small business, an industrial structure, what 

is the structure and IT taxonomy of the network, 

computers, storage, etc. showing function 

– Now, in 5 years, in 10 years 

• How will Moores’s Law change computing  

– In 5 years, in 10 years 

• What new computers could you envision that 

Bell’s Law might enable 

– In 5 years, in 10 years 

 

 



More to think about  

• Name, classify, and construct a taxonomy of all 

the platforms i.e. dominant programming 

environments after the PC, WIMP* 

– What year 

– Programming environment 

– Key apps 

• What will IoT add to the platform and classes? 

*These could encompass Internet 1.0 and 2.0 



The end 

 


